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ABSTRACT

A variety of methods are available for implementing time-varying
digital filters for musical applications. The considerations for mu-
sical applications differ from those of other applications, such as
speech coding. This domain requires realtime parametric control
of a filter such as an equalizer, allowing parameters to vary each
sample, e.g. by user interaction, a low-frequency oscillator (LFO),
or an envelope. It is desirable to find a filter structure that is time-
varying stable, artifact-free, computationally efficient, easily sup-
ports arbitrary filter shapes, and yields sensible intermediate filter
shapes when interpolating coefficients. It is proposed to use the
state variable filter (SVF) for this purpose. A novel proof of its
stable time-varying behavior is presented. Equations are derived
for matching common equalizer filter shapes, as well as any z-
domain transfer function, making the SVF suitable for efficiently
implementing any recursive filter. The SVF is compared to state of
the art filter structures in an objective evaluation and a subjective
listening test. The results confirm that the SVF has good audio
quality, while supporting the aforementioned advantageous quali-
ties in a time-varying digital filter for music. They also show that
a class of time-varying filter techniques useful for speech coding
are unsuitable for musical applications.

1. INTRODUCTION

In digital audio effects, filters are rarely time-invariant. A filter is
time-variant if it has a user-controllable parameter. A time-variant
filter is also a useful building block for an effect such as a phaser or
filter controlled by an LFO or envelope. For these applications, it
is important that the filter remain stable, and that the time-varying
behavior not introduce perceptible artifacts. Here, we focus on
realtime musical applications, where parameters may be varied
every sample, as with an LFO, and it should be computationally
efficient to do so. An ideal method will allow implementation
of any filter shape. As the parameter changes may be smoothed,
the transfer functions resulting from the intermediate coefficients
should maintain a similar magnitude response to the shapes be-
ing interpolated. This study is restricted to second-order recursive
filters because higher order filters are typically decomposed into
second-order sections.

The choice of filter structure has a large influence on time-
varying behavior, including whether the filter will remain stable.
Even stable filters can still produce objectionable artifacts, as will
be shown in Sec.

In order to implement time-varying filters, given a desired trans-
fer function, one option is to select a time-varying stable filter
structure, and configure this structure to realize the transfer func-
tion. Another option is to use a time-varying unstable structure
such as Direct-Form II transposed, and stabilize it.

A variety of approaches have been proposed to improve time-
varying behavior. One category of methods is transient suppres-
sion [1] [2] [3], and another is stabilization [4]] [5]. These are
discussed in more detail in Sec.

One filter structure that is often used to realize realtime, per-
sample time-varying behavior is the state variable filter (SVF).
Empirically, it is known to remain stable and artifact-free, but
these properties have not previously been proven. A proof of time-
varying stability will be shown here. By taking the output of this
filter from different nodes, it is possible to obtain second-order
lowpass, bandpass, or highpass filters. The SVF also maps intu-
itively to common audio equalization filters, providing indepen-
dent control over frequency and resonance, which results in a low
computational burden. Due to this relation, directly interpolating
SVF coefficients also tends to result in sensible intermediate fil-
ter shapes, unlike some other structures [6]. Here we will also
show how to choose SVF coefficients to realize any desired trans-
fer function. Thus, the SVF satisfies the desired qualities of a time-
varying filter for musical applications.

Prior approaches to time-varying filtering are reviewed in
Sec. |2} In Sec. 3] we review the proposed digital implementation
of the SVF. In Sec. il we derive formulas for using the SVF to
realize some common filter types for audio equalization, and gen-
erally, any second-order z-domain transfer function. This allows
the SVF to be easily used to implement any digital filter. In Sec.[5]
the time-varying stability of this structure is proven. In Sec.[f] the
time-varying behavior is compared with state of the art methods
in an objective evaluation of DC response, as well as a subjective
listening test, which confirms its good audio quality, and suggests
criteria for perceptually good time-varying behavior.

2. PRIOR WORK

A variety of filter structures have been studied in the time-varying
case, e.g. [5] [4]. Structures such as Direct-Form II, lattice, and
normalized ladder are not necessarily stable when coefficients are
changed. Coupled form, also known as normal form or Gold
and Rader [7] [8], is stable in the time-varying case. Stability
here refers to bounded-input/bounded-output (BIBO) stability [5]],
meaning that the output of the filter will be bounded so long as the
input is bounded.

In addition to these structures, there are several methods for sta-
bilizing a filter or eliminating transients from it. Consider a change
from state space matrix S1 to Sz at time n =m. Let y1[n] be the
output when filtering the entire signal with S1 and y2[n] be the
output when using Sz. The output switching model [1]] [3]] has the
ideal response of

sl={ pd s w
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2.1. Transient Minimization

Transient minimization techniques consider the transient signal,
defined as the difference between the actual output signal, and the
output switching model from equation (I). Transient minimization
techniques decrease this transient signal.

Zetterberg and Zhang [1]] propose a method, motivated by LPC-
based speech coding, that realizes equation (T). It works by recom-
puting the state vector, but this requires the entire input signal to
achieve this, making it unsuitable for realtime use. Vilimiki and
Laakso [3] propose an approximation to Zetterberg-Zhang which
only requires a finite signal history, allowing realtime usage. How-
ever, this method is designed for sparsely occurring coefficient
changes. Supporting audio-rate coefficient changes, e.g. when
modulating a filter with a LFO, would require many filters running
at once, making it computationally prohibitive for this application.

Rabenstein [2]] uses an intermediate set of coefficients, which
minimizes the variance of the transient signal. This method is also
intended for coefficient changes that are spaced far apart in time.

2.2. Stabilization

While transient minimization deals with correcting a filter’s out-
put, stabilization allows use of a filter structure that is ordinarily
not stable when time-varying, by forcing it to stay stable.

Rabenstein and Czarnach [4] present a method of transforming
the state vector to stabilize any filter structure. It works by relating
a filter in its state space structure to the coupled form. This can be
performed every sample, making it suitable for audio-rate coeffi-
cient changes. It can be incorporated into the coefficient matrix,
allowing the filtering operation to incur no additional cost, while
making coefficient computation more costly.

3. THE STATE VARIABLE FILTER

3.1. State Space Form

The continuous-time state variable filter in state space form [9] has
the differential equation

r1=u—2Rx1—x2

‘%‘.2 =1 (2)
where x1, x2 are the state variables, and u is the input to the fil-
ter. The & superscript indicates a time derivative. The parameter
R controls the resonance, and this continuous-time formulation
places the center frequency at unity, i.e. it is normalized. It will be

useful to render this system in matrix form, so that

%X=Ax+Bu 3)
In this case, we have
A= HR _01} (4a)
B=[1 0]" (4b)
x= [z acg]T (4c)
u= [u] (4d)

3.2. Bilinear Transform

We will apply the bilinear transform to obtain a discrete-time fil-
ter. This is equivalent to trapezoidal integration, preserves stabil-
ity, and maps the entire continuous frequency axis to the discrete-
time frequency axis [10]] [11].

In audio signal processing literature, cases are encountered
where the application of the bilinear transform to a continuous-
time filter results in a delay-free loop: a feedback loop that con-
tains no delay elements, where the state at time n appears to de-
pend on itself instantaneously. For example, Smith [9] and Du-
tilleux [12]] both remark that the bilinear transform cannot be used
with the SVF for this reason. The Chamberlin filter structure is
another discretization of the SVF, using Forward Euler and Back-
ward Euler integrators [13] [9] [14], but this structure becomes
unstable for some parameters.

These difference equations are actually implementable with
some extra computation. The K-Method [10]] [[15] is an algebraic
method for discretizing and solving systems in state space form,
and Zavalishin [16]] presents a graphical method that is equivalent,
which is also applied to the SVF.

The K-Method involves writing a difference equation for the in-
tegrator to be used and then substituting the system to be simulated
in state space form into that difference equation. Delay free loops
are handled by solving the resulting system, which will be linear
in this case.

3.3. Discretization

We apply the K-Method using a Direct-Form II transposed (TDF-
II) trapezoidal integrator [[11], which is the same integrator as used
in [16]]. This form is canonical with respect to delay. Introducing s
as the state vector, the TDF-II trapezoidal integrator update rule is

Xn =9gXn+Sn—1 (5a)

Sn:Sn—1+29).<n (Sb)
where the coefficient g is chosen to map a specific analog fre-
quency w, = 27 f, to a digital frequency w. =27 f., at a sampling
rate fo= %, known as prewarping [L1]:

g= tan(7T f.) ©)
Wq

We can substitute the state space formulation from equation (3)
into the integration and update rules from equation (3) to discretize
an arbitrary continuous-time state space system. This is similar to
how the K-Method is used in [10] and [15]], except that we use the
TDF-II realization of the trapezoidal integrator, instead of DF-I.
Solving for x, and sn, we have

H=(I-gA)" (7a)
xn=gHBun+Hsn_1 (7b)
Sn =Sn-1+29Axn+29gBu, (7¢)

This is how the K-Method handles delay-free loops: upon substi-
tuting (@) into (B, xn appears on both sides of the equation. The
matrix inverse H is used to solve this linear system, making it ex-
plicit in Xp.

Now we use (/) to implement the SVF. By substituting the SVF
state space matrices from equation (@) into this TDF-II trapezoidal
integration rule (7), we obtain a discrete-time realization of the

SVEF:
_ 1 1 -9
T g2+2Rg+1 {g 2Rg+ 1] (82)
xn=gH H un+Hsn_1 (8b)

—2R

-1 1
sn:sn_l—&—Zg{ 1 0 }xn—&—Qg {0] Un (8c)
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By expanding the individual expressions for x1[n] and z2[n], the
elements of x, it can be verified that this is the same as the discrete-
time model of the SVF in [16], where x1 =ypp and z2 =yrp. The
filter can now be implemented by computing equations (§) in or-
der.

3.4. Alternate Implementation

If the filter is implemented with equations (8], the integrator out-
puts are directly available as the elements of x,, but additional
algebra is required if the integrator inputs Xy, are desired.

It is possible to realize the same filter topology by first comput-
ing X, as an intermediate variable. A general form can be found
by substituting equation (7b) into equation (3):

%n=(gAHB+B)u,+AHs, 1 ©)

If this alternate realization is used, first equation (9) is com-
puted, and then the generic TDF-II trapezoidal integration rule
from equation (3)) is used. Note that equation (3)) does not depend
on the specific state space matrices A or B, only on the integrator
gain g.

This realization will be convenient for the next section, where
1 will be needed. It can be verified that & is the same as yup
from [[16]).

4. REALIZING OTHER FILTER TYPES

One useful property of the SVF is that various transfer functions
can be obtained by taking the output from different nodes, as
demonstrated in [12] and [16]. Most directly, x1 is a bandpass
filter, z2 is a lowpass filter, and @ is a highpass filter:

52

S

Hor($)= ors 11 (100)
1

HLP(S):m (10c)

When the filter is digitally implemented, x1[n] and x2[n] are avail-
able as elements of the state vector xn,. If the alternate implemen-
tation from equation (9) is used, #1[n] is immediately available as
well, otherwise it can be computed from equation (2).

Zavalishin [16] presents some ways of combining these outputs
to produce other filter types, such as band-shelving, notch, and
allpass. However, difficulty is noted in producing other shapes,
such as low- and high-shelf filters. Here we will demonstrate how
to obtain these shapes, as well as others that are useful for audio
equalization.

4.1. Filters for Audio Equalization

Some common filter types are presented in [17]. To enable broad
applicability of the SVF, we will show how to implement some
of these filters. The technique presented here is suitable to be
used with other s-domain filter design methods, e.g. [18]]. The fil-
ter types that we will implement are presented as continuous-time
transfer functions with unity cutoff in Table[T]

These filters share some parameters: () controls the filter reso-
nance, and A = 109/4° controls the gain, where G is the gain in
decibels.

Table 1: Filters for audio equalization.

Type Transfer Function
1
L s H(s)=———77F7——
owpass (s) 41 jast1
s
Bandpas H(s)=———77——
andpass (s) 41 jas+1
. s’
Highpass H(s)= T ot
2
. s*+4/gs+1
Peak H(s)=——-"FT—""—
eaking (s) 711 ags 41
2
s“+VA/gs+ A
L helf | H(s)=A—— "———
ow She ()= A e Vajes 11
. As? +VAlgs+1
High Shelf | H(s) _A752+\/X st A

The general strategy is to write the desired transfer function as
a linear combination of the lowpass, bandpass, and highpass trans-
fer functions from equation (I0). This requires adjusting the res-
onance parameter R and the trapezoidal integrator coefficient g to
scale the filter to the correct frequency. The general form is

H(s)=cupHpup(ks)+cppHpp(ks)+cLpHrp(ks)  (11)

The lowpass, bandpass, and highpass filters can be obtained
trivially by picking R = 1/2q. For the rest of the filters, it is nec-
essary to solve for R, and possibly to use frequency scaling as
in [16]]. Frequency scaling maps an analog frequency w, to the
digital frequency we, using equation (6), with w, = k. The SVF
denominator can be made equal to the target transfer function by
manipulating R and £ in this way, and then the numerator can be
matched by choosing cgp, cap, and crp.

This strategy is used to generate filter coefficients, which are
displayed in Table 2} In addition to the filter type, each filter is
controlled by the critical frequency w., the resonance (), and pos-
sibly the gain A. For the SVF, compute 2R and & according to the
table, and use k to compute the integrator gain g from equation ().

Then, process a sample through the filter, and combine the sig-
nals using the gains cyp, cpp, and cp to form the output:

y[n]=cupii[n]+cppxi[n]+crpaa(n] (12)

Table 2: Filter coefficients

Type 2R k cap | ¢cBp | CLp
Lowpass | !/q 1 0 0 1
Bandpass | 1/o 1 0 1 0
Highpass | /g 1 1 0 0

Peaking g 1 1 Alo 1
LowShelf | /o | VA | 1 | 4/ | A?
High Shelf | 1o | Y/va | A® | 4o | 1

4.2. Arbitrary Digital Filters

In the previous section, common audio equalization filters, de-
signed by applying the bilinear transform to a continuous-time
transfer function with unity cutoff, were matched with the SVF.
This technique is generally applicable when given a continuous-
time transfer function. There are a variety of other representations
available for a digital filter, but some filter design methods, e.g.
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those of Berchin [19] and Christensen [20] operate directly in the
digital domain, yielding transfer function coefficients. Though the
filter was discretized with the bilinear transform, it can be used to
realize any second-order filter. Therefore, we now derive SVF fil-
ter coefficients for arbitrary second-order digital filters, to enable
use of these techniques.

4.2.1. Discrete-Time SVF Transfer Functions

First we must derive discrete-time transfer functlions for the SVF.
This can be done by substituting s < % i Z—1 for each of the
transfer functions from equations ,in order to apply the bilin-
ear transform in the z-domain, or w1th the Z-transform. Solving,

we find

Hup(2) = 1-2z714272
e T Y 2 1 2Rg+(292—2)2 '+ (1+g2—2Rg)z 2
(13a)
-2
g—gz
H =
5p(2) 14¢9%24+2Rg+(2g°—2)z=1+(1+g>—2Rg)z~2
(13b)
21 942,~11 2,2
Hop ()= 9’ +2¢°2" ' +g*2

14+¢2+2Rg+(29%2—2) 21+ (1+¢g%2—2Rg)2—2

(13¢)

4.2.2. Matching a Z-domain Transfer Function

Now that we have the discrete-time SVF transfer functions, we
want to choose coefficients to match a given second-order digital
filter. Without loss of generality, let that filter be specified as

bo+b1271 +b2Z72

H =
(2) 1+aiz714as2—2

(14)

Like equation (TI), we will write the desired filter as a linear
combination of the three transfer functions (I3):

H(z)=cupHupr(z)+cepHpp(z)+cLpHip(2) (15)

Thus, there are five coefficients as input, and five degrees of
freedom to match that filter: g, R, cup, cap, and crp. To find
these parameters, we normalize the SVF transfer functions (T3) by
dividing the numerators and denominators by 1+ g2 + 2Rg, and
then set equation (T3) equal to (I4). This system can be solved by
setting all the coefficients of z, as well as the constant terms in the
numerator, equal. Solving for positive g and R, we find

vV—1—ai1—as

TV T w (e
h= \/—l—al—i‘;?/l—l—i—m—ag (165)
CHP:% (16c)
or= \/—1—a12—(l:102?/b—2)1+a1 —az (16d)
CLP:% (16e)

Note that it is possible for both square roots to be purely imagi-
nary, but the imaginary parts will cancel when they are multiplied
or divided, yielding real numbers. Using these coefficients, it is
possible to design a digital filter using any design method, decom-
pose it into second-order sections, as noted in [[16]], and then realize
the filter using the SVF. This allows the time-varying stability and
artifact-free behavior of the SVF to be used for any digital filter.

5. STABILITY

Stability is more complex in the time-variant case. This topic is
treated thoroughly by Laroche [5]. To summarize, a time-variant
filter that has the coefficients of a stable time-invariant filter at each
point in time may still be unstable. There are stricter criteria for
time-variant filters, two of which are presented in [5]. Here we
will prove the stability of the TDF-II realization of the SVF.

5.1. Transition Matrix

The stability criteria apply only to the state transition matrix,
which describes the linear contribution of the state vector from
time n — 1 to time n. To derive this matrix, solve for s,, in terms
of s,,—1 by substituting equation (7b) into equation (7c):

sn=Psn_1+(26°AHB+2¢gB)u, 17
P=(I+2gAH) (18)

where P is the state transition matrix. Next, substitute in the SVF
matrices from (@) to find the SVF state transition matrix.
B 1 1—g*—2Rg —2g
T g24+2Rg+1 29 1—g*+2Rg

Criterion 1 presented in [S)] immediately fails for this matrix.
The criterion is that there exist a real constant 0 < v < 1 such
that ||P|| <+, where the standard Euclidean matrix norm is used.
i P|=1.

Instead, we must use Criterion 2 from [S]], which requires a
change of basis matrix T. Then, the criterion is that there exist
a real constant 0 <+ < 1 such that || TPT || <+. This approach
was attempted but not completed in [21].

(19)

5.2. Change of Basis

(1) I; . We will
show that it is possible to pick k > 0 such that g and R can take
on an arbitrarily large range. This work is done with the aid of a
computer algebra system, Mathematica version 8.0.1.0 (Wolfram
Research, Inc.; 2011), and some intermediate results will be omit-
ted for brevity. Throughout, the assumptions g > 0, R > 0, and
k>0 will be used.

First, solve for | TPT™'|. The resulting expression is very
long, so it is omitted here. To simplify, make the substitutions oo =
\/16+4k2+k and f= 4+k

Pick a change of basis matrix of the form T =

, and solve for the stable region of pa-
rameter values gand R, and coefficient k, where | TPT | < 1.
This stable region is the union of the following inequalities:

(9<B—ant<R<p) (19a)
k +1 ,9°+1

(B-a<g<1A(3 92g v92g ))

(19b)
(9=1A(E<R<1VI<R<EF2yE42 - R gy)

(19¢)
(I<g<a+Br(E<R<t “vJ s <R<p)) (19d)
(9=a+BNE<R<4 +1) (19¢)
(g >a+ﬁA—<R<ﬁ) (191)
(B-a<g<a+BAR=21) (19¢)
(9=1AR="2+2) (19h)
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Next, we want to show that for any choice of gmin, gmaxs
Ryin, and Rppaz, the region 0 < gmin < g < gmaz, 0 < Rmin <
R < Rinas 1s included in these inequalities, so that the filter is al-
ways stable. Split the inequalities into three cases: g <1, g =1,
and g>1.

For g > 1, consider the union of (I9d) and (I9g). Inspection
of B — a reveals that it attains a maximum of 2 — /3 at k = 2.
Therefore we have S —a < 1, so the union contains the region

k
1<g<a—|—ﬁ/\§<R<ﬁ (20)

For g < 1, consider the union of (T90), (19a), and (I9g). For k>0,
we have o+ > 1, so this union contains

0<g<1/\g<R<B (21)

Finally, for g =1, use (I9¢), (I9h), and (I9g). Substituting g =1
into (I9g) and combining, we find that the union of these three
inequalities contains

g:l/\§<R<6 (22)

Combining (20), 1), and 22)), we see that the filter is stable in
the region

k
0<g<a+fng <R<p (23)

Note that equations and (T91) have not been used; it will be
seen that stability where g > a+ (3 is unnecessary.

To prove stability over the entire range of parameters, note that
as k— 0, a4+ — oo, and § — oo. Therefore, for any choice of
gmin > 0, gmaz, Rmin > 0, and Ry,qq, it is possible to choose
a k > 0 to simultaneously satisfy o+ 8 > gmaz» g < Rumin, and
B> Rmaqe. In other words, the parameters g and R can be allowed
to vary over an arbitrarily large range, and the filter will remain
stable in the time-variant sense, by Criterion 2 of [3].

6. EXPERIMENTS

The SVF is compared to state of the art time-varying filter struc-
tures in objective and subjective tests, in order to evaluate its qual-
ity with respect to artifacts. The code, audio files, and data associ-
ated with the experiments are available onlin

Both tests are composed of five trials. In each trial, a different
filter shape is used, with a single discontinuous parameter change.
Within each trial, different filter structures are compared. In this
way, the effects of parameter changes on different filter structures
can be evaluated. A constant gain was applied across all excerpts
within each trial, to normalize peak levels. The filters for each trial
are listed in Table

Table 3: Filter parameters for each trial

Trial Filter Frequency (Hz) Q Gain (dB)
1 Lowpass 80 to 120 6 n/a

2 Lowpass 100 0.6t04 n/a

3 Peaking 80 to 120 6 4

4 Peaking 100 6 —4t04
5 Peaking 120 0.6t04 4

Ihttps://github.com/iZotope/time_varying_
filters_paper

The filter structures compared are Direct-Form II (DF2), cou-
pled form (GR), SVF, SVF using Rabenstein’s transient minimiza-
tion [2] (SVFR), SVF using Rabenstein and Czarnach’s stabiliza-
tion [4] (SVFRC), TDF-II (TDF2), TDF-II using Rabenstein and
Czarnach’s stabilization (TDF2RC), and output switching (ZZ).
Note that the SVF is already stable, but transient minimization is
used to evaluate the perceptual impact of this technique, and stabi-
lization is used for comparison against the stabilized TDF-II struc-
ture. Although DF-II and TDF-II are not stable, and Zetterberg-
Zhang is not suitable for realtime, continuously varying parame-
ters, they are included as points of comparison. Vilimiki-Laakso
is not included because it is an approximation to Zetterberg-Zhang,
so the results are likely to be similar.

6.1. Objective Evaluation

One possible way to objectively evaluate the quality of a filter
when parameters vary with time is to analyze the response during
steady state DC. The response can be measured by supplying con-
stant DC to a filter’s input until the filter reaches a steady state, and
then changing the parameters instantaneously while continuing to
pass DC. If the DC gain does not change, then there should be
no change in the output, which corresponds to the output switch-
ing model. Note that if the gain does change, output switching
may not be the perceptually best ideal. This will be shown in the
subjective evaluation.

This evaluation method was mentioned by Berners [22], and a
plot demonstrating it is present at [23]], in order to show the suit-
ability of a particular filter structure.

Fig. [[]compares the SVF used as a lowpass filter against a DF-
II realization of the same transfer function. It can be seen that the
SVF performs ideally, while the DF-II realization exhibits a large
transient followed by ripple until it settles back into a steady state.

30 T T T T T T T
SVF
— DF-lI]

20 |-

10 -

yrp[n]

—920 I I I I I I I
0 20 40 60 80 100 120 140 160

n (samples)

Figure 1: Comparison between lowpass state variable filter and
Direct-Form Il topology of steady state DC response when pa-
rameters are changed. At sample 50, the parameters are changed
from g=0.0458 and R=0.4545 to g=0.2679 and R=0.1111.

For each filter output, the ¢ norm of the difference from the
ideal DC response was computed after the parameter change. The
errors are displayed in Table [d] Zetterberg-Zhang is omitted be-
cause it passes this test by definition.

As can be seen, the SVF and the stabilized SVF are the only
structures besides Zetterberg-Zhang that perform perfectly in this
test, with no deviation from the ideal. Transient minimization ac-
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Table 4: Objective test results with DC stimulus. The reported
values are the {2 norms in decibels of the error as compared to the
output switching model. Lower values are better, and —oc is ideal.

# | DF2 | GR | SVFR | SVFRC | SVF | TDF2RC | TDF2
1 18 10 15 —00 —00 —36 -9
2| =25 13 13 —00 —00 18 18

3 3 -5 0 —00 —00 -3 -2
4| —65 | =27 | —12 —00 —00 7 7

5| —42 | —4 -3 —00 —00 17 15

tually worsens the response of the SVF. Other filter structures per-
form acceptably for some trials and poorly for others. This ideal
DC response can be proven to hold for the SVF over all parame-
ters.

First, let us determine the filter’s state, sy, in a steady DC state,
where the input u, = [k} for all n, where k is the magnitude of
the DC signal. Because the output at z; is a bandpass filter, and
z2 is a lowpass filter, we know x, = [O k] T, since the lowpass
filter passes DC, and the bandpass filter rejects it. Substituting the
values of u, and x5, into equation , we find that

sa=[0 k]" (24)

For DC input, both x,, and s, are independent of the filter pa-
rameters. Therefore, time-varying parameters do not cause switch-
time transients in the DC response of the filter’s state, which proves
the observed behavior.

6.2. Subjective Evaluation

Listening to the transient elimination methods in a musical con-
text suggests that for use on musical signals, with rapid parameter
changes, output switching is the wrong goal. A sinusoidal input
can be used to illustrate: an instantaneous change in filter param-
eters corresponds to an instantaneous change in the amplitude and
phase of the signal. The spectrum centered at the point of co-
efficient change reveals high sidebands, which are audible as an
impulsive "click", shown in Fig.[2}
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Figure 2: Spectrum of filtered 100 Hz sinusoid during parameter
change with output switching, using 85 ms Hann window (Y).
Spectrum of the signal before (Y1) and after (Y2) shown for
reference.

Output switching removes the transients that result from the
state vector reacting to a change in coefficients. However, it also
emphasizes discontinuous changes in filter parameters, resulting

in this click. Apparently, the transient caused by a filter structure
when its parameters are changed can smooth the change out, re-
ducing these sidebands. This is simply a case of differing goals:
Zetterberg and Zhang were motivated by LPC-based speech cod-
ing, while here, we consider musical applications.

To better understand the impact of these transients, and to com-
pare the SVF to other solutions, we have subjectively evaluated
different filter structures, and schemes of transient elimination and
stabilization. A 100 Hz sinusoid at 48 kHz was chosen as the test
signal, because it masks the transient very little, allowing artifacts
to be easily heard.

6.2.1. Experimental Setup

To evaluate the time-varying response of these filter structures, we
performed listening tests using the MUSHRA method [24]]. The
test was performed with 21 subjects, all of whom have experience
playing and recording music, and many of whom perform critical
listening professionally. Subjects listened with headphones in a
quiet room. They were asked to rank the excerpts in quality, in
terms of how unpleasant they found any artifacts they might hear.

In addition to the filter structures, a high-quality reference and
hidden low-quality anchor were included. The reference is made
by applying a gain envelope corresponding to the gain of the filter
at each point in time, smoothed with a 10 millisecond Hann filter
kernel. The anchor is made using the unsmoothed gain envelope,
with an impulse added when the coefficients change. The ampli-
tude of the impulse is three times greater than the maximum filter
gain applied.

6.2.2. Listening Test Results

Fig. 3| displays the average MUSHRA scores over all trials. Ta-
ble 5] presents the MUSHRA scores separated by trial, so that per-
formance can be compared across filter shapes.
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Figure 3: Average MUSHRA scores and 95% confidence intervals
for each filter structure, over all trials. Filter structures that are
time-varying stable and support efficient per-sample coefficient
update are in bold.

The results confirm the SVF’s good performance, in compari-
son to other filter structures. The output switching filter consis-
tently received scores ranging from "bad" to "poor". However,
of the time-varying stable filters, the stabilized TDF-II structure
(TDF2RC) has the best score.

DAFX-6



Proc. of the 17" Int. Conference on Digital Audio Effects (DAFx-14), Erlangen, Germany, September 1-5, 2014

Table 5: Average MUSHRA scores for each filter structure,
separated by trial.

# | DF2 | GR | SVF | SVFR | SVFRC | TDF2 | TDF2RC | ZZ
1 18 29 63 20 60 69 63 18
21 99 27 96 22 95 70 64 7

3] 26 28 72 23 71 77 71 13
4| 43 34 43 37 41 95 94 38
51 25 24 25 27 23 64 59 26

The efficacy of Rabenstein and Czarnach’s method of stabiliza-
tion is confirmed. For both the SVF and TDF-II structures, this
state vector adjustment causes only a small decrease in scores.
This technique need not be applied to an already stable filter such
as the SVF, as it decreases the quality without providing any ben-
efit. Interestingly, this method is derived by transforming a sys-
tem into the Gold and Rader structure, which received significantly
Wworse scores.

Choice of filter structure is a trade-off: if interpolation of pa-
rameters is needed, or if there are performance constraints, the
SVF may be a better choice, as interpolating TDF-II coefficients
can give less sensible intermediate transfer functions, and the
method of Rabenstein and Czarnach requires several more trigono-
metric function evaluations. On the other hand, if interpolation is
not necessary, stabilized TDF-II may be a better generic choice.
Though the TDF-II performed well in these listening tests, recall
that it performed poorly in the objective test of DC response, while
the SVF had an ideal response.

The per-trial scores in Table [5]also suggest that choice of filter
structure may depend on the type of transfer function being im-
plemented, and what parameters will be modulated. For example,
the SVF performs better than stabilized TDF-II for both lowpass
filter trials, and more or less the same when the peaking filter fre-
quency is changed, but significantly worse when the peaking filter
resonance or gain are changed.

The transient minimization methods (Zetterberg-Zhang and
SVF with Rabenstein’s method) both achieve their stated goals,
yet they received scores of "poor". This confirms the hypothesis
that output switching is the wrong goal in this musical context.
The peak signal levels are decreased, and Rabenstein’s method
successfully decreases the variance of the transient signal in the
SVEFR excerpts. However, the results indicate that transient min-
imization degrades the quality of the SVF. Fig. f] shows that the
transient signal and the MUSHRA scores are essentially uncorre-
lated. While transient minimization may be useful for applications
such as speech coding and synthesis [3]], it appears to be undesir-
able for equalization of musical signals.

If transient minimization is not a desirable criteria for musical
time-varying filters, what is? Sideband energy appears to be nega-
tively correlated with MUSHRA scores, with Pearson’s r = —0.59
and p="7.02x 1075, as can be seen in Fig. This is a crude psy-
choacoustic measure, but perhaps it would be possible to design
an optimal time-varying structure by minimization of sideband en-
ergy, rather than variance of the transient signal.

7. CONCLUSIONS AND FUTURE WORK

In this paper, the problem of choosing a structure suitable for digi-
tal filtering in a musical context with per-sample time-varying pa-
rameters has been addressed. In this problem domain, important
qualities include support for arbitrary transfer functions, computa-
tional efficiency, zero-latency realtime implementation, and good
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Figure 4: Scatter plot of transient signal variance versus

MUSHRA score, excluding anchor and reference, showing little
correlation. Pearson’s r=0.11, p=0.48.
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Figure 5: Scatter plot of sideband energy versus MUSHRA score,
excluding anchor and reference, showing correlation. Sideband
energy was measured using an 85 ms Hann window centered
around the parameter change, by computing the magnitude
spectrum, removing the energy inside one equivalent rectangular
band (ERB) [25] at 100 Hz, and computing the RMS of the
remaining signal.

intermediate filter shapes when interpolating parameters. The SVF
discretized with the TDF-II bilinear integrator was reviewed and
proposed as a good general purpose solution to this problem.

In order to make the SVF useful for this purpose, equations were
derived for implementing common audio equalization filters, as
well as any z-domain transfer function, and its time-varying sta-
bility was also proven for the first time. These results allow the
SVF to be applied to this problem domain.

The audio quality of the SVF during parameter changes was
evaluated in both objective and subjective tests. In the objective
test, the SVF was the only filter structure supporting realtime per-
sample parameter changes that was found to have an ideal DC re-
sponse. The results of the subjective listening test confirmed that
the SVF performs well, though the stabilized TDF-II performed
better, on average. The results also indicated that different struc-
tures perform differently depending on the transfer function being
realized.

The listening test results also revealed that output switching,
i.e., eliminating the transient response of a filter, is not desirable
in musical applications. The sideband energy was proposed as one
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measure of quality, with low sidebands being most desirable.
Some considerations for the SVF can be drawn by considering
the experimental results alongside the presented theory. For exam-
ple, as the SVF was proven to respond instantaneously to changes
in DC gain, and these abrupt discontinuities were shown to cause
perceived artifacts, it may be desirable to smooth the changes in
coefficients cyp, cgp, and crp, which set the filter’s zeros. In fact,
Table [2] shows that the peaking filter’s zeros are affected by both
gain and resonance, which corresponds with the findings in Ta-
ble[5} that the SVF performs the worst when the peaking filter gain
or resonance are changed. It appears that changes in these three co-
efficients is responsible for audible artifacts, while the transient re-
sponse resulting from changes in the poles is perceptually pleasant.
Future research could concentrate on schemes for improving
subjective quality in musical contexts. For example, as Raben-
stein [2] derived intermediate coefficients to minimize transient
signals, perhaps perceptually important factors such as sideband
energy could be minimized. Another potential area of research is
further perceptual evaluation of a greater variety of structures and
transfer functions, using other musical stimuli. From such experi-
ments, it might be possible to determine mathematical criteria rel-
evant to perceived quality as alternatives to transient minimization.
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